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1. (a) Estirate.la effect of Vocal = ^ ( 0.453 -0.016×40-0.087×120.049 ✗ 1 )

- ^ ( 0.453 - 0.016 × 400.087 X12 )

i ^ (X ) - 1CM ) = .ec _ ,에T
et 28 et 23 '

시대.28 , 名二 - 1231 는

IT
-

Hey = -8.456×103

E. -0.0085

(b) PFA = 1 ( 0.453 - 0.016 Fe - 0.087 et - 0.049xEI) . ( 0.087 ) . E

=
o.mx 떗앥品휴얎驗쨣器密ieEEET訌
850

(琢武岳我. .edu#c=訖緋edua.ie訖緋 rate )

850
CC ) ARE = 81T뒈 nlo.453-o.oibageco.087ed.ua -0.049×1 )

-

110.453- o.olbagec-o.087educc-0.co 49×0 ) }

(d) AT E is same as A PE in 다) sihcev.cat is a binary variable & ' treatm.int

(e) The effect of age.edu < would not Be constant and A constdes + his Point

Age term weight have diminlsht.ge/tect.shcetheincreaseofage
(an work well to Specific de v0

,
butafterthlslevd.theincrea.se of

Age Can not on Tribute well todecteasetheprobabdityofbeingpovertyaspeoplelosethelrsteng.ch
, Energy , etc .

There fore, thecoeff.aeat of Age

would Be negative , while 4hecoeffidentofagdwould.be positive
For educ.uptos.melevd.edu/atIoncandecreasetheprobabUHyofbeingpoverty.Bntaftersonelevefincreo.se of Years of Schools ng would not

dwn.at/cadydecreasetheprobabUstyofbeEngpaerty.zhss means Education

would have di minWing effect with which thecoeffidertofedv.ci s negative,

thecoeff.ae#ofedudisposItIve.WecanplotthIshke
脚鄕ㄴㄴ Educationix)

The effect of v0 <at would he Constant site If is a binary variable .

wecannotconsldertheunltincreo.se of binary Variable ,
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2. (a) Let's constder The Single linear

regtesslonmodelyitsl.pt손
,

E (E
. 1 간 )

probitmoddu.es CDF of Standard Normal distribution to Make

R신대가) Me in Co . 1]

.
許汽七Robindel ; PerHit Hi ) = G (간P ) = 피간P ) = PP

In other Words , yi-IH.PH런 is a Probit mode

We canestlmatep.by non linear est Square method :

f. .org min絨似 . 따기.pt
p

(b) H . i The coeflcientofn.at

.fm#OHA:ThecoeHHentofmar,pmar-toWecandottesttotestthe
null hypothesis ,

ois PabloBy All, t.at =
雍訶二 않쓺 = j > 2

메행지 , t.at". B쌅셰뜺j 잉씋, < 2
By pht.tn 햳 쮎拗ㅮ픇諄 . 잉쁢i 1.8<2
Weight West Ho from as, while wemlg.tt not from

log.it and Pro bit mode .

Honey those Three mode and have

heteroskedastkHY.leadingusnottobelievetstatk.tn
in each Model

,

We Should Use r.hu st Standard errors for Three mode to Get

hetable res Its
.
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(C) ① 0L S : 1조 (y.tl/high=l,hoqual=o,age4o.age2=I6,mar=l)=0.093X1tfo.21o)xot0.038 X40 t (- 0.051) X16 t 0.024 - 0.0 68

= 0.753

② Probit : 1조 (y.tl/high=l,noqual=o,age4o.age2=l6,mar=1)=I(0.o93to.os8X4ot(0.051 ) × 16 t 0.024
- 0-068 )

= E (0.753 ) = 0.774

Therewas are Sinclair to each other
.

Howww.ifweconsider a Woman with same condition

exceptage.la80
,
ois teIs as a negative probabll.ly , which Make to sense

In This Case
,pwbstamstugiueusaprohabutyinfo.D.iherefore.probit esthates are Much were Paper than OH

ifwehauetoesflmatetheprobab.aty

(d) If WE Use as
, theestlnatedprobabatycanbesmadertho.no or

Be layer than I
,
which is Ward ,

On The other hand , logHandproblthoddscanautputtheresdtwhserangeisir.co, I]
.

Morecnet.io LS as sumes that The Part d effect of each variable is constant

such that I t cnn.no tcaptnrevar.itng effect of The variable , while

logHand probltmoddscancaptureitduetothev.se of Kemd.

General Y, Pro bit an Give as an and or Better At than log H 에의자
"

Extreme Independent variableS .

"

These are Independent variable s in which

One partkula.ly Large or Small value Willoremhelminglydeterminewhetherthedeper.deH variable is oorl.it overrldec.tk effect of other variable ,

In This Case
,
logH perform Better, But Without This Suna Ho , its Better

to aseprobH-aslongaswecanpatupwsthlargecomputattnc.si


