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Problem 3. In the two-variable model

yi = β1x1i + β2x2i + ϵi, i = 1, · · · , 11

Suppose that x′
1x1 = 2, x′

2x2 = 2, x′
1x2 = 1, x′

1y = 2, x′
2y = 1, y′y = 7/3 where x1, x2 and y are the column

vectors with typical elements x1i, x2i and yi respectively.
Assume ϵi ∼ i.i.d.N(0, σ2

ϵ ). Suppose you would like to make out-of-sample predictions about the left-hand-
side(dependent) variable for two hypothetical observations with the following characteristics:

Obs. x1 x2

12 5 -2
13 3 -7

1. Construct 80% prediction intervals for the dependent variable y for observations 12 and 13.

β = (X ′X)−1X ′y, X =
[
x1 x2

]
, X ′ =

[
x′
1

x′
2

]

X ′X =

[
x1

x2

] [
x1 x2

]
=

[
x′
1x1 x′

1x2

x′
2x1 x′

2x2

]
(X ′X)−1 =

1

(x′
1x1)(x′

2x2)− (x′
1x2)(x′

2x1)

[
x′
2x2 −x′

1x2

−x′
2x1 x′

1x1

]
X ′y =

[
x′
1

x′
2

]
y =

[
x′
1y

x′
2y

]

β =
1

(x′
1x1)(x′

2x2)− (x′
1x2)(x′

2x1)

[
x′
2x2 −x′

1x2

−x′
2x1 x′

1x1

] [
x′
1y

x′
2y

]
=

1

(x′
1x1)(x′

2x2)− (x′
1x2)(x′

2x1)

[
(x′

2x2)(x
′
1y) + (−x′

1x2)(x
′
2y)

(−x′
2x1)(x

′
1y) + (x′

1x1)(x
′
2y)

]
=

1

(2)(2)− (1)(1)

[
(2)(2) + (−1)(1)
(−1)(2) + (2)(1)

]
=

[
1
0

]
=

[
β1

β2

]

yi = x1i + ϵi, ŷi = x1i ∵ β1 = 1, β2 = 0

σ̂2 =
1

n− 2

∑
ϵ̂2i =

1

n− 2

∑
(yi − x1i)

2

=
1

n− 2
(
∑

y2i − 2
∑

yix1i +
∑

x2
1i)

=
1

9
(
7

3
− 2(2) + 2) =

1

27

A 100(1-α)% Prediction Interval for Y = β0 + β1x+ ϵ when x = x∗

β̂0 + β̂1x
∗ ± tα/2S

√
1 +

1

n
+

(x∗ − x)2

Sxx

where the tabulated tα/2 is based on n− 2 df.

β̂0 = 0, β̂1 = 1, t0.1(9) = 1.383, S = σ̂ = 0.19245, x = 0, Sxx = x′x

at Obs. 12, x∗ = 5, Prediction Interval = 5± (1.383)(0.19245)
√
1 + 1

15 + 52

2 = 5± 0.9803 = (4.020, 5.980)

at Obs. 13, x∗ = 3, Prediction Interval = 3± (1.383)(0.19245)
√
1 + 1

15 + 32

2 = 3± 0.6280 = (2.372, 3.628)

1 page 1 of 2



Swiss Institute of Artificial Intelligence Young Min Joo

MBA in AI & BigData Assignment 1

STA 502: Math & Stat for MBA September 6, 2021

2. Construct 80% prediction intervals for the expected value of y12 and y13.

A 100(1-α)% Confidence Interval for E(Y ) = β0 + β1x
∗ when x = x∗

β̂0 + β̂1x
∗ ± tα/2S

√
1

n
+

(x∗ − x)2

Sxx

where the tabulated tα/2 is based on n− 2 df.

β̂0 = 0, β̂1 = 1, t0.1(9) = 1.383, S = σ̂ = 0.19245, x = 0, Sxx = x′x

at Obs. 12, x∗ = 5, Prediction Interval = 5± (1.383)(0.19245)
√

1
15 + 52

2 = 5± 0.9435 = (4.0565, 5.9435)

at Obs. 13, x∗ = 3, Prediction Interval = 3± (1.383)(0.19245)
√

1
15 + 32

2 = 3± 0.5688 = (2.4312, 3.5688)

3. Do the answers above differ? Why?

V ar(error) = V ar(Y ∗ − Ŷ ∗) = V ar(Y ∗) + V ar(Ŷ ∗)− 2Cov(Y ∗, Ŷ ∗)

Cov(Y ∗, Ŷ ∗) = 0 ∵ Y ∗ and Ŷ ∗ are independent.

V ar(error) = V ar(Y ∗) + V ar(Ŷ ∗) = σ2 + V ar(β̂0 + β̂1x
∗)

= σ2 + (
1

n
+

(x∗ − x)2

Sxx
)σ2

= σ2

[
1 +

1

n
+

(x∗ − x)2

Sxx

]

∴ the variance of particular value of variable Y is bigger than one of the expected value of variable Y.
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