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4. multiple Regression y= Xp -1 E with K explanatory , variables ,

y = pot pixitfbsixzt
- i - BKXK -1 E
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we have to standardize our data set with same scale ,

we haveto divide corresponding regression coefficient by

It is important that our data have standardized scale of unit . Therefore

in the case where one particular explanatory variable has millionsof

Kgs when others have thousands of Kgs , we have to deride the corresponding

regression coefficient by 1000 to have uniform scale
.

4-2.) y= potpint - . - + Biloxi + A) + - - + PKXK+ E
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When a constant ✗ is added to all observations of one particular variable , ✗is
constant term of regression is increase by corresponding regression coefficient,pi ,
multiplied by A. All other coefficients remain the same .

From the perspective for logarithmic transformation,

Linear model Yi = ✗ + pxit e can be transformed into Yi = ✗ +plnxitcei
.

Since log# + I = log ✗ + loge, epo . ✗f. ✗f. XP! . .
. . did . X! ! - . . • ✗ • ei

Therefore
, corresponding coefficient is independent from ✗ that was added to

explanatory variable
, ✗ i. .
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5-1) true relationship between ✗ IT is linear Y=p. + fix + E

if true relationship to X and y is linear , it is highly likely that predicted model ,

Ñ=Ñ+BixtE , will explain the data better than cubic regression model assuming

her linear model was the most optimized function .

Therefore , I would liketo

conclude that training RSS of linear model has lower value than training

RSS for cubic model .

5-2.) since I do not have enough information on
'

given data , I would not be

able to make a judgement . However , the complex the polynomial regression

gets , the more I can explain thegiven data since the regression model

fits better. Given the cubic regression model was themost optimized

model , cubic regression model
has higher chance of getting lower

value

for RSS than linear regression model .


