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Choice of Instruments
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Choice of Instruments I

• An important part of using an IV estimator in practice is that you
need to convince your audience that your IVs are appropriate!
• Not always an easy task.

EXAMPLE: Effects of Class Size on Student Performance.

score = β0 + β1classsize + u, Cov(classsize , u) 6= 0

In the Tennessee STAR program, some students were randomly made
eligible for smaller class sizes (lottery) Di = 1 vs Di = 0.
Clearly: there will be a negative relation between classsize and D. (Why?)
Idea: randomized eligibility is uncorrelated with u
Use IV where you use D as instrument (see Ch 15, problem 3)

• Caution: Just because a variable is randomized does not make it
exogenous to a model. Economic agents can change their behavior!
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Choice of Instruments II

• We will look at two settings where choosing our instruments is easy:
• Lagged endogenous variables and autocorrelation
• Simultaneous equation models
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Properties of OLS with Serially Correlated Errors
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Lagged endogenous variables and AR(1) errors I

• We considered the model

yt = β0 + β1yt−1 + β2xt + ut

ut = ρut−1 + et , et
i .i .d .∼ (0, σ2

e ), |ρ| < 1 (stationary AR(1))

where xt is weakly exogenous (or A3Rsru, ut is uncorrelated with
current and past values of xt) and et is uncorrelated with yt−1, yt−2,
...
• xt is an exogenous variable → Cov(xt , ut) = 0
• yt−1 is an endogenous variable → Cov(yt−1, ut) 6= 0

• Intuition: both yt−1 and ut depend on ut−1!
• Hence OLS parameter estimates for β0, β1 and β2 inconsistent
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Lagged endogenous variables and AR(1) errors I

• We have 1 "bad" variable (yt−1), so need to find at least 1 instrument

• By lagging our model 1 period, we observe that yt−1 depends on xt−1.

yt−1 = β0 + β1yt−2 + β2xt−1 + ut−1

• So we establish that xt−1 is Relevant Cov(yt−1, xt−1) 6= 0
• We know that Cov(xt−1, xt) = 0, s0 xt−1 is Valid
• Finally, xt−1 does not appear in the equation itself (Exclusion).

• Conclude we can perform IV
• We can use xt−2, xt−3, ... as well. If we use more than one
instrument for yt−1, we will be using 2SLS with multiple IVs
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Lagged endogenous variables and MA(1) errors I

• Consider the model

yt = β0 + β1yt−1 + β2xt + ut

ut = et + θet−1, et
i .i .d .∼ (0, σ2

e ), (MA(1))

where xt is weakly exogenous (ut is uncorrelated with current and
past values of xt) and et is uncorrelated with yt−1, yt−2, ...
• xt is an exogenous variable → Cov(xt , ut) = 0
• yt−1 is an endogenous variable → Cov(yt−1, ut) 6= 0

• Intuition: both yt−1 and ut depend on et−1!
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Lagged endogenous variables and MA(1) errors II

yt =β0 + β1yt−1 + β2xt + ut

Cov(xt , ut) = 0, Cov(yt−1, ut) 6= 0 (ut is MA(1))

• As before, obvious instruments for yt−1 are xt−1, xt−2, ...
• We can also use yt−2, yt−3, ...in this case. Why?

• The finite sample performance of 2SLS suggest that including too
many lags for instruments is generally not a good idea.
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The Nature of Simultaneous Equation Models
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Simultaneity I

• Simultaneity arises when some of the explanatory variables are jointly
determined with the dependent variable in the same economic
model!
• Familiar examples include market equilibrium:

Example: Consider the simultaneous equation model (SEM){
qi = α1pi + β1zi + u1i : supply
qi = α2pi + u2i : demand

• Our observed data is {(qi , pi , zi )}n
i=1 where (qi , pi ) per capita milk

consumption and price per gallon of milk and zi is an observed supply
shifter (price of cattle feed).

• We assume random sampling, and allow Cov(u1i , u2i ) 6= 0
• These behavioral relations are also called structural equations: the

demand and supply function have causal interpretations (economic
theory).
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Simultaneity II

{
qi = α1pi + β1zi + u1i : supply
qi = α2pi + u2i : demand

• In this model, we have two endogenous variables (qi , pi) and one
exogenous variable (zi) (determined outside the model)

Cov(zi , u1i) = Cov(zi , u2i) = 0

• Both our demand and supply equations (structural form) contain the
endogenous explanatory variable, p:

Cov(pi , u1i) 6= Cov(pi , u2i) 6= 0

• To prove the endogeneity problem, we obtain the reduced form for pi .
• Express the endogenous variables in terms of exogenous variables and

errors only.
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Simultaneity III

{
qi = α1pi + β1zi + u1i : supply
qi = α2pi + u2i : demand

• Note, in equilibrium qd
i = qs

i = qi :

α1pi + β1zi + u1i = α2pi + u2i

• Rewriting, yields

pi = β1
α2 − α1

zi + 1
α2 − α1

(u1i − u2i) provided α2 6= α1

pi =πpzi + vpi

with πp = β2
α2 − α1

and vpi = 1
α2 − α1

(u1i − u2i)

• Interpretation of α1 and α2 ensure α2 6= α1 is reasonable.
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Simultaneity Bias in OLS
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Simultaneity III

{
qi = α1pi + β1zi + u1i : supply
qi = α2pi + u2i : demand

Denote Cov(u1i , u2i) = σ12, Var(u1i) = σ2
1 and Var(u2i)σ2

2
• Using the reduced form for pi

• Supply: Cov(pi , u1i) 6= 0

= Cov(πpzi + 1
α2 − α1

(u1i − u2i), u1i) = 1
α2 − α1

(σ2
1 − σ12) 6= 0

• Demand: Cov(pi , u2i) 6= 0

= Cov(πpzi + 1
α2 − α1

(u1i − u2i), u2i) = 1
α2 − α1

(σ2
12 − σ2) 6= 0

• We assumed Cov(zi , u1i) = 0, so zi is a "good" regressor in the
supply equation
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Simultaneity IV

{
qi = α1pi + β1zi + u1i : supply
qi = α2pi + u2i : demand

Denote Cov(u1i , u2i) = σ12, Var(u1i) = σ2
1 and Var(u2i)σ2

2
• As Cov(pi , u1i) 6= 0 and Cov(pi , u2i) 6= 0 we get inconsistent
parameter estimates for α1 and α2 when estimation the supply and
demand equation by OLS
• Also referred to as "Simultaneity Bias".
• Parameter estimates however, will not only be biased, even in large

samples they are bad: inconsistent.
• Question: Can we actually identify the slope of the demand and
supply equation?
• Unfortunately, our observed data {(qi , pi , zi)}n

i=1 will not permit us to
obtain the slope of the supply equation; it is not identified.
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Simultaneity - Under Identification

{
qi = α0 + α1pi + u1i : supply
qi = β0 + β1pi + u2i : demand

• In this SEM, our observed data is {(qi , pi)}ni=1

• D = S → α0 + α1pi + u1i = β0 + β1pi + u2i

pi = β0−β1
α1−β1

+ u2i −u1i
α1−β1

= πp + v1i

• Plugging into D or S gives the equilibrium quantity: πq (estimable)
• Demand and Supply Functions not identified.

• IV estimation: there is no instrument to deal with the endogeneity

Keith Lee Math & Stat for MBA Lecture 6 October 11, 2021 17 / 33



Simultaneity - Identification
{

qi = α0 + α1pi + α2zi + u1i : supply
qi = β0 + β1pi + u2i : demand

• In this SEM, our observed data is {(qi , pi , zi)}ni=1

• Only the Supply functions move with different values of z .
• Demand Equation is identified.

• Related to IV estimation: we have exactly one instrument (supply
shifter) to deal with the endogeneity of price.
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Estimating a Structural Equation
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Simultaneity V

{
qi = α1pi + β1zi + u1i : supply
qi = α2pi + u2i : demand

• As pi is "bad", we cannot use OLS to estimate demand function.
• We need at least 1 instrument
• Here we have exactly 1 instrument: zi (exact identified)

• Can estimate α2 using IV: α̂2,IV =
∑n

i=1 zi qi∑n
i=1 zi pi

• Equivalently, we can use 2SLS
Step 1 : Estimate reduced form pi = πpzi + vpi → p̂i = π̂ppi

Step 2 : Estimate qi = α2p̂i + e2i to get α̂2,SLS =
∑n

i=1
p̂i qi∑n

i=1
p̂2

i
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Simultaneity VI

• As equation is exact identified

α̂2,IV = α̂2,SLS

• Recall:
• 2SLS was introduced to deal with setting where we had more

instruments than needed (overidentification). Allowed us to use the
optimal set of instruments

• In setting where you have exactly as many instruments you need, we
don’t need to choose!
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Simultaneity VII

{
qi = α1pi + β1zi + u1i : supply
qi = α2pi + u2i : demand

• As pi is "bad", we also cannot use OLS on the supply function
• We need at least 1 instrument.

• Unfortunately we cannot use zi here, as it already appears in the
equation itself (Underidentified).

• Our supply equation is not identified
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Simultaneity VIII

{
qi = α1pi + β1zi + γ1wi + u1i : supply
qi = α2pi + u2i : demand

I.e., introduce an additional exogenous supply shifter (weather)

• Since pi remains "bad", we cannot use OLS on the demand equation.
• Now we have 2 instruments for pi : zi,wi (overidentified)
• We should therefore use 2SLS ("Optimal IV")
Step 1 : Estimate reduced form pi = π1pzi + π2pwi + vpi → p̂i
Step 2 : Estimate qi = α2p̂i + e2i to get α̂2,SLS

α̂2,SLS =
∑n

i=1 p̂iqi∑n
i=1 p̂2

i
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Endogeneity

• Recap: The importance of the first stage of 2SLS.

y1 = α0 + α1y2 + α2x + u1

y2 = β0 + β1y1 + β2z1 + β3z2 + β4x + u2

• Endogenous variables (y1, y2); exogenous variables (x , z1, z2).
• Random sampling assumed and permit correlation between u1 and u2.
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Testing for Endogeneity
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Testing for Endogeneity I

• Let us consider tests that can be used to detect whether y2 and u1
are uncorrelated in

y1 = α0 + α1y2 + α2x1 + u1, E(u1) = E(x1u1) = 0

• We will test

H0 : Cov(y1, u1) = 0; y2 is exogenous
H1 : Cov(y1, u1) 6= 0; y2 is endogenous

• We will consider two tests for this
• Hausman specification test: Based on comparing the OLS and IV

parameter estimates (Optional)
• (Augmented) regression based test
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Testing for Endogeneity II (Optional)

y1 = α0 + α1y2 + α2x1 + u1, E(u1) = E(x1u1) = 0

• Hausman test (Optional) compares our OLS and IV parameter
estimates
• Under H0 both estimators are consistent, hence

plim(α̂OLS − α̂IV ) = 0
• Under H1 only IV will be consistent, hence

plim(α̂OLS − α̂IV ) 6= 0
• Evidence endogeneity: large differences of α̂OLS − α̂IV .

• Test statistic (given for completeness - not examinable)
(α̂OLS − α̂IV )T [Var(α̂OLS − α̂IV )]−1 (α̂OLS − α̂IV ) a∼ χ2

3
(degrees of freedom given by the number of parameters we compare).
• It can be shown that Var(α̂OLS − α̂IV ) = Var(α̂IV )− Var(α̂OLS)

because under the null OLS is efficient
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Testing for Endogeneity III
• A simple regression based test is given next

y1 =α0 + α1y2 + α2x1 + u1, E(u1) = 0, E(x1u1) = 0
Let z1 and z2 be instruments for y2

• This test starts by decomposing y2 in a "good" and "bad" component
• The good component ŷ2 : the fitted values obtained from Step 1

(2SLS)

ŷ2 = π̂0 + π̂1z1 + π̂2z2 + π̂3x1

• linear function of exogenous regressors only (so uncorrelated with u1)
• ŷ2 is a "good" regressor where the endogeneity in y2 is "washed out".

• The bad component of y2 is the remainder

v̂2 = y2 − ŷ2

v̂2 is the residual from Step 1 (2SLS).
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Testing for Endogeneity IV

• This test for endogeneity adds v̂2 = y2 − ŷ2 to our original regression.

y1 = α0 + α1y2 + α2x1 + δv̂2 + error ,

• We test H0 : δ = 0 and H1 : δ 6= 0
• We simply use δ̂/SE (δ̂) (asymptotic t-test)
• Reject H0

• To estimate α’s consistently we need to “control” for the endogeneity
of y2 by including v̂2 as Cov(y2, u1) 6= 0.

• The estimates we obtain for α when controlling for the endogeneity of
y2 are identical to our 2SLS estimates!

• Not reject H0 :
• To estimate α’s we can estimate our original model without v̂2 as

Cov(y2, u1) = 0
• If there are multiple endogenous variables, we will include more
reduced form residuals and use a joint test.
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Testing for Endogeneity V

EXAMPLE: Using College Proximity as an IV for education
Consider a model

lwage = β0 + β1educ + β2exper + β3exper2 + ...+ u

While the returns to education is estimated at 0.075 (.003) by OLS, it
equals 0.132 (.055) by IV (2SLS).
Are the differences statistically significant? If so, suggests evidence of the
endogeneity problem.
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Testing for Endogeneity VI

• The augmented regression based approach here does not find strong
evidence of endogeneity.
(1) RF residuals: v̂ = educ − π̂0 − π̂1nearc4− π̂2exper − π̂3exper2 − ...
(2) OLS on: lwage = β0 + ρv̂ + β1educ + β2exper + β3exper2 + ...
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Testing for Endogeneity VII

• If we repeat the exercise using an additional instrument (nearc2), the
evidence of endogeneity becomes stronger:
(1) RF residuals: v̂ = educ − π̂0 − π̂1nearc2− π̂2nearc4− π̂3exper − ...
(2) OLS on: lwage = β0 + ρv̂ + β1educ + β2exper + β3exper2 + ...

• While not significant at the 5% level, it is significant at the 10% level.
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Testing for Endogeneity VIII

• Interestingly, the OLS estimates from the augmented regression for
the coefficients on educ, exper , exper2, .. are numerically identical to
the 2SLS estimates of the structural equation.
• Including the first-stage residuals "controls" for the endogeneity of educ
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