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Question 1-1

[Answer] ming(y — X 8)?, B = (X'X)~'X'y. Suppose that X; =[1 ;] as we have constant term in the
equation.
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Question 1-2
[Answer] from V(f) = 02(X'X) ™!
A\ 062 Zt xtz *tht
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Question 2-1

[Answer| The model can be represented as y = 81+ fax1+ 8322+ Lax3+ f5x4 where 8y ~ t*(—3.53,1.77), By ~
t*(0.720,0.0175), B3 ~ t*(0.436,0.291), B4 ~ t*(0.220, 0.339), B85 ~ ¢*(0.427,0.100) with df =n—2 =145—143 =
142. Hy: Electricity industry displays constant returns to scales means g5 = 1. Hj: It displays increasing returns
means |B2] > 1. This test is an one-sided t test as the number of observations is small enough.
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As above value is less than t},, (142) = —1.6557, we reject Hy.
Question 2-2

[Answer| T think that the related independent variables are xz3, x4, and x5 as they concerns prices (in
the case of capital I think that it may be a kind of price) even though the variables use logarithmic func-
tion. Homogeneous of degree 1 means that if we replace = in f(z) with Az, we can get f(Az) = Af(x).
Blog(Ax) = B(log(X) + log(z)). If we express this for all related 3’s for homegeneous of degree one, B3log(\) +
Balog(A) + Bslog(A) = 0. So B3 + B4 + 85 = 1 (It seems like not correct!). Now Hy is S5 + 4 + S5 = 1 and

Hy is B3+ B4+ 85 # 1 at 5% significance level. This is two sided t test. |7| = % SE(Bs+ B4+ B5) =
3 4 5

\/% +og 04 +205, +05 +05) =1/0.0847 + 0.115 + 0.0101 + 2(0.0237 + 0.0109 + 0.00663) = 0.5406.

= |0.436+0.22040.497—1| — (.083/0.5406 = 0.1535. As this is not bigger than ¢} ., (142) = 1.9767, we do not

7|
reject Hy.
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Question 3-1

[Answer] ming(y — X 3)?, B = (X'X)"'X"y. Suppose that X = (21 @]

X = [ ] (1)
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Therefore, 31 =1 and 32 = 0. The model is y; = x1;. As nis 11, this follows t distribution with degree of 9.
80% prediction interals for the dependent variable y is the following equation from out 1st lecture note:

(z* —7T)
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Here t0.1(9) = 1.383, S = 6, T = 0 (as the model is fitted as y = x; (still question!!)). For & we can calculate
it from the following:
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Finally, at (x1,2z2) = (5,—2),
5+ (1.383)( i) i+L+lf5i0504*[44965504] (20)
' 27\ 11 (zjz)=2 = A
and at (x1,x2) = (3,-7),
3+ (1.383)( i) 1+;+1—3i0504—[24963504] (21)
' 27\ 11 (2)z) =2 N DA

Question 3-2

[Answer| Different from 3-1, this considers its mean. As we have less variance, we have the following equation:

(z* —7)

SRR RS SN e i 22
In the case of (z1,22) = (5, —2)
1 1
=+ (1. — =+ —F———= =5£0428 = [4.572,5.42 2
5+ (1.383)( 27) 11+(x’1m):2 5+ 0.428 = [4.572, 5.428] (23)
In the case of (z1,22) = (3, =7)
1 1
=+ (1. — =+ —F———= =3£0428 = [2.572,3.42 24
3 £ (1.383)( 27) 11+(x’1m):2 3 £0.428 = [2.572, 3.428] (24)

2 page 2 of 3



Swiss Institute of Artificial Intelligence Minwook Ahn
MBA AI/BigData Problem Set 1-3
[STA502] Math and Stat for MBA September 6, 2021

Question 3-3

[Answer| Yes, they are different. Estimating a precise point from model has more uncertainty as compared
to estimating its mean. Therefore for estimating a precise point from the model we add additional +1 while
there is not for mean as you can see the equations of 18 and 22 So the range of mean at the point has narrower
prediction intervals.

3 page 3 of 3



